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Abstract

The problem of minimization of the mean square value of the deviation of a random
signal from a given target is analyzed in the paper[l]. Here we introduce and explain a
computational procedure to compute the gain matrices of the optimal piecewise constant
admissible controls to solve this problem. We apply the procedure on several examples.

1 Introduction

We shall apply the class of admissible controls that consists of all piecewise constant stochastic
processes of the form [1]

u(t) = uy, te <t < tpr, 0<k<N-1, (1)

where ty) < t; < ... <ty =ty is a partition of the interval [to, ] and uy : @ — R™ are random
vectors which are F;, -measurable and E[|ug|?] < 00, 0 <k < N — 1.
In the sequel we shall denote U, the class of piecewise constant controls of type (1).
Consider the random signal z(t), to <t <t :

2(t) = C(t)x(t) (2)

where z(t) is the vector of the states of the controlled system:

de(t) = (Ao(B)e(t) + Bo(t)ug)dt + (Ar()2(t) + B (t)ue)duw(t), (3)
tk§t<tk+1,0§k‘§N—1
z(ty) = xo

where u(t) is the vector of the control parameters. In (3) {w(t)}:>0 is a 1-dimensional standard
Wiener process defined on a given probability space (€2, F,P), that is, w(0) = 0 and for each
t>0,Ew(t)]=0,E/(wt) —ws)?=t—sif 0 <s<t,
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and

Tzo, Cou()) = Ellz(ty) — )+ 3Bl [ R w (4)
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2  Algorithm

Setting x(¢) = (27 (t) u”(¢) )T we may transform the system (3) in a controlled linear system
with finite jumps of the form:

dx(t) = Ao(t)x(t)dt + Ay (¢)x(t)dw(t), ty <t <tpy (5a)
X(tz_) = AdX(tk) + Bduk, 0 S k S N -1 (5b)
and x(to) = (= 07 )T where:

I, 0
_ n nm (n+m)x (n+m)
Aa = (omn %)ER ’ 0
0
_ nm (n+m)xm
By = ( I ) eR :
The functional (4) becomes
N-1
J(x,¢u) = El|za(ty) — ¢7] + ) Elug Ryus] (7)
k=0

tr41

where Ry, = [ R(t)dt and z,(t) = C(t)xu(t) with C(¢t) = ( C(t) 0) € RP*™™ and
tg

Xu(t) is the solution of the initial value problem IVP (5) corresponding to the input u =
(UQ, Uy -y uN—l)-

We have to solve the differential equation with finite jumps on the space S, n:

X(t) + AV )X () + X (1) Ao (t) + AT (£) X (). A, (t) = 0, (8a)
by <t <tpt
X(ty) = AL X (tp) Ag — AT X (t3) Ba(Ry + BE X () B4) ' BL X (1) Au,
k=0,1,..,N—1 (8b)
X(t7) =CT(tp)C(ty). (8¢)
and of the gain matrices Fy(k) from :
Fy(k) 2 —(Re + BY X (t:)By)'BY X (tp) Ay, k=0,1,...N—1, (9)
where Ry, = tkflR(t)dt, ty = kh,0 <k < N.
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Here and after, §; C R?*? denotes the linear space of symmetric matrices of size g x g.



Solve (8a).

Consider typ <t <t;, and typ < t; < ... < ty = ts is a partition of the interval [to, ] ,t; <
t <ty k=01, N—1.

STEP 1.A. We take X (t;) = CT(t;)C(ty), (t; =tx) and compute

X(ty_1) = e~ MCT(t5)C(tf)], where (10)
L*h : hﬁ *0 * h2 * * hq *
X Zﬁc [X] = X + hL*[X] + 7(5 LX) + ...+ a(.c )[X],

with ¢ > 1 are sufficiently large .
For the operator £*[X] we have

LX) = ATX + XAy + ATX A, (11)

for all X = X7 g Rintm)x(ntm),
The iterations £¢[X] are computed from :

LX) = AT LVIX] + LV [X] Ay + AT LV XA (12)
for £ > 1 with £L[X] = X where X = X (t7,,).
STEP 1.B. We compute the gain matrix Fy(N — 1) € R™(+7) via (9):

Fy(N=1) & —(Ry_1 + By X (ty-1)Ba) ' BI X (ty-1) Aq,

STEP 1.C. We compute X (ty_,):

X(ty_y) = AVX (ty_1)Ag — AEX (tn_1)Ba(Rn—1 + BY X (ty_1)Ba) B X (tx_1) Aq,

STEP 2. We fix k such that £ < N — 2. Let us assume that for a k < N — 2 were already
computed X (., ;).
STEP 2.A. We compute X (t;,) by

X(te) = "X (t)] -
STEP 2.B. We compute the gain matrix Fy(k) € R™ ™ via (9):
Fy(k) 2 —(Ri + BYX (t,)By) ' BY X (1) Aq -
STEP 2.C. We compute X (¢} ):

X(ty) = AT X (tp) Ag — AV X (1) Ba(Ri + BYX (1) Ba) ' BY X (1) Aq -



Let & () be the solution of the following problem with given terminal values

)+ ATMER) =0, 1 <t <t (13a)
E(ty) = (Ag + BaEy(k)T€(ty), k=0,1,...N -1 (13b)
Ety) = —CT(t5)¢ (13c)

Since (13) is a linear differential equation with finite jumps one obtains that () is well defined
and right continuous for any t € [to, t].
First, one computes £(t, ) solving the backward equation:

E(ty) = (Aa+ BaFu(k)) e (k)
with € (ty) = —C*¢ where ( is the desired target. Then one computes
Ety) = 0E(ty, ), k=N—1,N—2,...1,0,

with

with p > 1 sufficiently large.
One provides the optimal control ( see formula (48) in [1])

u(t) =Fa(k)z(ty) + 0(k), th <t <tp1,0<k<N-—1,

whose coefficients F4(k) are obtained from the first n components of Fy(k) (the last m compo-
nents of Fy(k) are zero).

v(k) is computed as ( see formula (49) in [1])

(k) = —(Ry + Xoa(ti)) & (tr) -

3 Numerical experiments

We take the matrix coefficients for t € [0,1] ,n =4, m = 2:
A0O=[1030;-420-10;-14 8.5-2.5 0; 0 -2 0 -10J;
A1=[020.-1;00-3 1.5; -1.45 0.6 -2 0; 0 -3 0 5];
BO=[10;25-14,26]; Bl=[01—15 —3;2 —4;20]; € R4,
C=[1.0 -025 —0.75 —0.5];€ RI*",
R =1[0.45 0;0 0.75]; € R?*?
and ¢ = 1.5;
The optimal controls (at the point ty = kxh ) Fq(k),k=0,1,.... N —1 =9 are

Fy(0) = 0.2958 0.5098 —0.1588 —0.6806
AT 0.1392 —0.1988  —0.4888  0.0924 )’

Fy(1) = 0.2966 0.5071 —0.1585 —0.6785
A1 01396 —0.2002 —0.4887  0.0937 )’
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Fy(8) = ( 0.2416  0.4167 —0.1944 —0.5877 )
0.2010 —0.2935 —-0.4663 0.1718 )’
Fy(9) = ( —0.1311 0.9683 —0.2949 —0.9427 )
0.3496 —0.3983 —0.4695 0.1956
In order to compute the piecewise constant control @(t)we need the vector (k), which can
be computed via (49) The values of 7(k), are

) 0.0009
7(0) = < —0.0019 )

0.0012
—0.0027

(S )
()
(S )

0.0423
—0.0141

v(1)
o(8)
2(9)
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