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1 The problem

Consider the controlled system having the state space representation described by:

dx(t) = [A0(ηt)x(t) +B1(ηt)u1(t) +B2(ηt)u2(t)]dt+ A1(ηt)x(t)dw(t),

x(t0) = x0, (1a)

zk(t) = Ck(ηt)x(t), k = 1, 2, (1b)

t ∈ [t0, tf ] ⊂ [0,∞), where x(t) ∈ Rn is the state vector at instance time t and uk(t) ∈ Rmk ,
k = 1, 2, are the vectors of control parameters. In (1), {w(t)}t≥0, is a 1-dimensional standard
Wiener process defined on a given probability space (Ω,F ,P) and {ηt}t≥0 is a standard right
continuous Markov process taking values in a finite set N = {1, 2, . . . , N} and having the
transition semigroup P(t) = eQt, t ≥ 0. The elements qij of the generator matrix Q ∈ RN×N
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satisfy

qij ≥ 0 if i 6= j, (2a)

N∑
l=1

qil = 0, (2b)

for all (i, j) ∈ N × N . Throughout the paper, we assume that {w(t)}t≥0 and {ηt}t≥0 are
independent stochastic processes. Assume that Ak(i) ∈ Rn×n, k = 0, 1, (Bj(i), Cj(i)) ∈
Rn×mj × Rnzj×n, j = 1, 2 are given matrices.

The set Uk of the admissible controls available to the decision makers Pk, k = 1, 2, consists
of the stochastic processes in an affine state feedback form, i.e.,

uk(t) = Fk(t, ηt)x(t) + ϕk(t, ηt) (3)

where t → Fk(t, i) : [t0, tf ] → Rmk×n and t → ϕk(t, i) : [t0, tf ] → Rn are arbitrary continuous
functions. Roughly speaking, the aim of the decision maker Pk is to find a control law (or an
admissible strategy) of type (3), ũk(·) ∈ Uk which minimizes the deviation of the signal zk(·)
from a given reference signal rk(·), when the other decision maker Pl wants to minimize the
deviation of the signal zl(·), (l 6= k) from another reference signal rl(·).

Since this problem is an optimization problem with two objective function, its solution can
be viewed as an equilibrium strategy for a non-cooperative differential game with two players.
For a rigourous mathematical setting of this optimization problem, we introduce the following
cost functions:

Jk(x0;u1(·), u2(·)) =E[(zk(tf )− ζk)TGk(ηtf )(zk(tf )− ζk)]

+ E[

tfˆ

t0

{(zk(t)− rk(t))TMk(ηt)(zk(t)− rk(t)) (4)

+ uT1 (t)Rk1(ηt)u1(t) + uT2 (t)Rk2(ηt)u2(t)}dt], k = 1, 2.

Here rk(·) : [t0, tf ] → Rnzk , k = 1, 2 is the reference which have to be tracked by the signal
zk(·), and ζk ∈ Rnzk , k = 1, 2 is the target of the final value zk(tf ). Throughout this work E[·]
stands for the mathematical expectation. The weights matrices involved in (4) are satisfying
the assumption:

H1)

(a) (Mk(i), Rk1(i), Rk2(i)) ∈ Snzk
× Sm1 × Sm2 , i ∈ N are given matrices;

(b) Mk(i) ≥ 0, Rkl(i) ≥ 0, Rkk(i) > 0, for all k, l = 1, 2, l 6= k, Gk(i) ≥ 0, i ∈ N .

Here and in the sequel, Sp ⊂ Rp×p denotes the subspace of symmetric matrices of size p × p,
p ≥ 1.

Definition 1.1 We say that the pair of admissible strategies (ũ1(·), ũ2(·)) ∈ U1 × U2 achieves
a Nash equilibrium for the differential game described by the controlled system (1), the perfor-
mance criteria (4) and the admissible strategies of type (3) if

J1(x0; ũ1(·), ũ2(·)) ≤ J1(x0;u1(·), ũ2(·)), for all u1 ∈ U1 (5)
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and
J2(x0; ũ1(·), ũ2(·)) ≤ J2(x0; ũ1(·), u2(·)), for all u2 ∈ U2. (6)

In the next section we shall derive explicit formulae of a Nash equilibrium strategy (ũ1(·), ũ2(·))
for the LQ differential game described by (1), (3) and (4).

Remark 1.1 We shall see that for the computation of the gain matrices of a Nash equilib-
rium strategy we need to know a priori the whole reference signal rk(·). This may done difficult
the implementation of the solution of a tracking problem on long intervals of time, because it
requires big memories. That is way, in applications the signal which must be tracked need to
be as simpler as possible, to be easy to memorize.

2 The main results

In this section we derive explicit formulae for the Nash equilibrium strategy (ũ1(·), u2(·)). To
this end we consider the following terminal value problems (TVPs)

Ẋ1(t, i) + (A0(i)− S2(i)X2(t, i))
TX1(i) +X1(t, i)(A0(i)− S2(i)X2(t, i))

+ AT
1 (i)X1(t, i)A1(i)−X1(t, i)S1(i)X1(t, i) +X2(t, i)S12(i)X2(t, i)

+
N∑
j=1

qijX1(t, j) + CT
1 (i)M1(i)C1(i) = 0 (7a)

Ẋ2(t, i) + (A0(i)− S1(i)X1(t, i))
TX2(t, i) +X2(t, i)(A0(i)− S1(i)X1(t, i))

+ AT
1 (i)X2(t, i)A1(i)−X2(t, i)S2(i)X2(t, i) +X1(t, i)S21(i)X1(t, i)

+
N∑
j=1

qijX2(t, j) + CT
2 (i)M2(i)C2(i) = 0 (7b)

Xk(tf , i) = CT
k (i)Gk(i)Ck(i) (7c)

Fk(t, i) = −R−1kk (i)BT
k (i)Xk(t, i) (7d)

i ∈ N , k = 1, 2,

Ψ̇1(t, i) + (A0(i)− S1(i)X1(t, i)− S2(i)X2(t, i))
TΨ1(t, i)

+
N∑
j=1

qijΨ1(t, j) + (X1(t, i)S2(i)−X2(t, i)S12(i))Ψ2(t, i) + CT
1 (i)M1(i)r1(t) = 0 (8a)

Ψ̇2(t, i) + (X2(t, i)S1(i)−X1(t, i)S21(i))Ψ1(t, i) + (A0(i)− S1(i)X1(t, i)

− S2(i)X2(t, i))
TΨ2(t, i) +

N∑
j=1

qijΨ2(t, j) + CT
2 (i)M2(i)r2(t) = 0 (8b)

Ψk(tf , i) = CT
k (i)Gk(i)ζk (8c)

ϕk(t, i) = −R−1kk (i)BT
k (i)Ψk(t, i) (8d)

i ∈ N , k = 1, 2. In (7) and (8) we have denoted

Sj(i)
4
= Bj(i)R

−1
jj (i)BT

j (i)
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Sjk(i)
4
= Bk(i)R−1kk (i)Rjk(i)R−1kk (i)BT

k (i)

j = 1, 2, k = 3− j. Also we associate the following TVP:

µ̇k(t, i) +
N∑
j=1

qijµk(t, j) + h̃k(t, i) = 0 (9a)

µk(tf , i) = ζTk Gk(i)ζk (9b)

h̃1(t, i) = rT1 (t)M1(i)r1(t) + Ψ̃T
2 (t, i)S12(i)Ψ̃2(t, i)

− 2Ψ̃T
1 (t, i)S2(i)Ψ̃2(t, i)− Ψ̃T

1 (t, i)S1(i)Ψ̃1(t, i) (9c)

h̃2(t, i) = rT2 (t)M2(i)r2(t) + Ψ̃T
1 (t, i)S21(i)Ψ̃1(t, i)

− 2Ψ̃T
2 (t, i)S1(i)Ψ̃1(t, i)− Ψ̃T

2 (t, i)S2(i)Ψ̃2(t, i). (9d)

In (9), (Ψ̃1(·, i), Ψ̃2(·, i)), i ∈ N is the solution of the TVP (8).

One obtains:

Theorem 2.1 Assume:

(a) the assumption H1) is fulfilled;

(b) the solution (
≈
X1(·, i),

≈
X2(·, i)), i ∈ N , of the TVP (7a)-(7c) is defined on the whole interval

[t0, tf ].

We set
≈
uj(t) = −R−1jj (ηt)B

T
j (ηt)(

≈
Xj(t, ηt)

≈
x(t) +

≈
Ψj(t, ηt)), (10)

≈
x(·) being the solution of the IVP obtained substituting (10) in (1). Under these conditions
(
≈
u1(·),

≈
u2(·)) is an equilibrium strategy for the differential game described by the controlled sys-

tem (1), the performance criteria (4) and the admissible strategies of type (3). The optimal
values of the performance criteria (4) are given by

Jk(x0;
≈
u1(·),

≈
u2(·)) = xT0E[

≈
Xk(t0, ηt0)]x0 − 2xT0E[

≈
Ψk(to, ηt0)] + E[

≈
µk(t0, ηt0)],

k = 1, 2,
≈
Ψk(·, i), ≈

µk(·, i) being the solutions of the TVPs (8) and (9), respectively.

3 Numerical experiments

We consider a numerical example for the stochastic system:

dx(t) = [A0x(t) +B1u1(t) +B2u2(t)]dt+ A1x(t)dw(t),

x(t0) = x0,

zk(t) = Ckx(t), k = 1, 2

with coefficient matrices:
A0=[1 0 3 0; -4 2 0 -10; -14 8.5 -2.5 0; 0 -2 0 -10];, A0 ∈ R4×4

A1=[0 2 0. -1; 0 0 -3 1.5; -1.45 0.6 -2 0; 0 -3 0 5]; A1 ∈ R4×4
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B1 = [1 0; 2 5;−1 4; 2 6]; B2 = [0 1;−1.5 − 3; 2 − 4; 2 0]; , B1, B2 ∈ R4×2.
C1 = [1.0 − 0.25 0.75 − 0.5; 0.25 0.75 − 0.5 − 0.25];
C2 = [1.2 − 0.5 0.75 − 0.045; 0.5 0.15 0.35 0.55]; , C1, C2 ∈ R4×4.

The weight matrices for the performance criteria are of the form:

G1 = [0.2778−0.094;−0.094 0.166]; , G2 = [0.2778 −0.133;−0.133 0.31]; , G1, G2 ∈ R2×2.
M1 = [3.2 0.5; 0.5 2.5]; M2 = [0.75 0.05; 0.05 0.95]; , M1,M2 ∈ R2×2.
R11 = [0.8 0.3; 0.3 1.5]; , R22 = [0.95 0.65; 0.6 1.25]; , R12 = [0.6 − 0.3;−0.3 1.2]; ,

R21 = [0.8 − 0.2; −0.21.0]; Rij ∈ R2×2.
Moreover, rk(t) = 0, k = 1, 2 and the targets are ζ1 = [0.3; 0.8] , ζ2 = [0.6; 0.9], and t ∈ [0, 1].
For computational execution we use the Euler discretization method as follow:

X̃k(jh) = X̃k((j + 1)h) + hRk((j + 1)h, X̃1((j + 1)h), X̃2((j + 1)h) )

with k = 1, 2, j = N − 1, ..., 1, 0 and X̃k(Nh) = CT
k GkCk , k = 1, 2 , t ∈ [0, 1] , h = 0.1(N =

10); Rk(., ., .) is a Riccati operator defined by (7). Finally , we obtain J1(x0;
≈
u1(·),

≈
u2(·)) =

0.4393 , J2(x0;
≈
u1(·),

≈
u2(·)) = 1.3199 for x0 = [0.4; 0.01; 0.2; 0.25] .
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